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Abstract 
Based on the results of previous studies, research on machine learning for predicting ICU 

patients is crucial as it can aid doctors in identifying high-risk individuals. A high accuracy in 

machine learning models is necessary for assisting doctors in making informed decisions. In 

this study, machine learning models were developed using two models, namely Random Forest 

and Artificial Neural Network (ANN), to predict patient mortality in the ICU. Patient data was 

obtained from The Global Open Source Severity of Illness Score (GOSSIS) and underwent 

preprocessing to address issues of missing values and imbalanced data. The data was then 

divided into training, validation, and testing sets for model training and evaluation. The results 

of the study indicate that the Random Forest model performs better with an accuracy of 93% 

on the testing data compared to the ANN which only achieved an accuracy of 86% on the 

testing data. Consequently, the Random Forest model can be utilized as a solution for 

predicting patient mortality in the ICU. 
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INTRODUCTION 

The Intensive Care Unit (ICU) is a 

hospital room reserved for patients with life-

threatening conditions that can result in death, 

and it requires high-quality services to reduce 

the risk of mortality (Megawati, 2019). 

Analyzing patient data in the ICU can be one 

solution to improve understanding of the factors 

that contribute to the risk of death and to 

prepare medical staff in the ICU to provide 

better services and save patients' lives. 

Technology can play a role in predicting, 

identifying, and recognizing various patient 

conditions to enhance patient care (Wardani et 

al., 2022).   

The MIMIC-III BIDMC dataset records 

patient care in the ICU, including patient death 

descriptions, totaling 53,423 data points. This 

dataset has been studied for predicting ICU 

mortality caused by various diseases (Xie et al., 

2020), kidney failure (Lin et al., 2019), and 

heart disease (Jayasudha et al., 2021). In 

addition, research has been conducted to 

diagnose diseases such as Pulmonary 

(Mlodzinski et al., 2020) and Blood Infections 

(Roimi et al., 2020). Many Random Forest 

(Cohen et al., 2021) and Neural Network 

models (Zhu et al., 2021), (Yu et al., 2020), (Na 

Pattalung et al., 2021) have been used to study 

the dataset and have produced good 

performance.  

On the other hand, similar previous 

research using the GOSSIS (The Global 

OpenSource Severity of Illness Score) includes 

91,713 data points to study the prediction of 

Diabetes Mellitus, Heart Disease, and ICU 

mortality using Random Forest machine 

learning models. While previous research by 

(Gaffney, 2021; Li, 2022; Mundra et al., 2022) 

achieved good accuracy rates using this dataset, 

there have been only a few studies that directly 

compare the Random Forest and Artificial 

Neural Network (ANN) models for ICU 

mortality prediction. Moreover, previous 

research that used ANN and Random Forest 

with GOSSIS dataset were not observing both 

performances directly and only use ANN for 

hyper-tuning (Li, 2022). 

Therefore, the novelty of this research in 

comparison with previous research is by aiming 

to observe the performance of Random Forest 

and ANN to predict ICU mortality using the 

GOSSIS dataset. The difference between this 

research and the previous research is that this 

research observes two types of models directly, 

which are a simple Machine Learning model 

i.e. Random Forest, and a deep learning model 

i.e. ANN. 
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METHOD 

A. ICU Mortality Prediction 

ICU mortality prediction aims to classify 

the level of mortality in the ICU based on 

patient data in the ICU. The benefit of this 

research is as statistics and supporting data for 

the Decision Support System (DSS) in ICU 

treatment. 

B. Artificial Neural Network 

Artificial Neural Network (ANN) is one 

of the Machine Learning algorithms that 

mimics human neurons in learning to perform 

classification or other problem-solving tasks. 

 

 
 

Figure 1. Steps of ANN 

The three main steps of ANN as shown in the 

figure 1 are: 

1. Forward Propagation: Starting from the 

input layer, data is propagated forward to 

the output layer. With z1(h) known as the 

vector containing the input's linear product 

with the weight matrix. 

2. Error Calculation: Based on the output 

results, the error value can be calculated. 

With the number of errors obtained as the 

difference between the Target and the 

Output, the Total Error can be generated. 

3. Backpropagation: This step looks for 

derivatives or gradients of every weight in the 

network. Using the chain rule commonly 

applied in calculus. 

Finally, the Backpropagation process is 

continued by calculating the new weight values, 

namely w1, w2, w3, and w4. 

C. Random Forest 

Random Forest algorithm is a Machine 

Learning model that uses an ensemble 

technique and several random decision trees 

combined at the end of the process to perform 

classification as shown in the figure 2. 

 

 
Figure 2. Steps Random Forest algorithm 

D. Machine Learning Pipeline 

The procedure in this research follows 

the Machine Learning Pipeline, which is 

divided into the dataset preparation process and 

Machine Learning modeling with Random 

Forest and ANN models, as shown in the figure 

3. 

 

 
 

Figure 3. Procedure Machine Learning Pipeline 

The steps shown in the figure 3 are: 

1. Data Preprocessing: This process cleans the 

ICU patient dataset so that it can be 

processed by Machine Learning models. 

This process consists of the following 

stages: 

2. Remove duplicates: Removing duplicate or 

identical data in the dataset. 

3. Data cleaning: Data cleaning and 

processing to fix or remove invalid, 

duplicate, or unnecessary values in a 

dataset. 

4. Handle outliers: Handling extreme or 

unusual values in the dataset that can affect 

data analysis. 

5. Dealing with missing values: Handling 

missing values in the dataset, such as by 

filling in empty values or deleting missing 

data rows. 

6. Data encoding: Converting categorical or 

text variables in the dataset into numerical 



Jurnal Informatika dan Rekayasa Perangkat Lunak  ISSN 2656-2855 

Vol. 3, No.  e-ISSN 2685-5518 

132   

forms that can be processed by Machine 

Learning models, such as using methods 

like one-hot encoding or label encoding. 

7. Data Train: This data is used to train the 

models in the Training process. 

8. Data Validation: This data is used to 

validate the Training process. 

9. Data Test: This data is used in the Testing 

process. 

10. Training: This process trains the Random 

Forest and ANN models to predict patient 

mortality in the ICU. 

11. Testing: This process tests the trained 

model to predict patient mortality in the 

ICU. 

 

E. Dataset 

The data used in this study is the 

GOSSIS (The Global Open-Source Severity of 

Illness Score) dataset with 91,713 ICU patient 

data. The format of the dataset is CSV (Comma 

Separated Values) as shown in figure 4. 

 

 

Figure 4. Dataset 

RESULT 

The process of creating ANN and 

Random Forest models with Jupyter Notebook 

can be done through several stages that will be 

explained in this chapter. 

A. Preprocessing 

This stage involves several processes as 

explained in Methodology, namely as shown in 

the table 1 

Table 1. Preprocessing 

Preprocessing 

Method 

Explanation 

Remove 
duplicates 

The drop_duplicates function is 
used to remove duplicated data in 
the dataset 

Data 
Cleaning 

The Dropna function is used on data 
that can disrupt the data structure 
and do not provide useful 
information in the form of patient 
IDs and admission status. 

Handle 
Outliers 

By correcting values that are 
considered outliers or unreasonable 

Preprocessing 

Method 

Explanation 

in a data column, namely the 
pre_icu_los_days <= 0 column is set 
to 0. 

Dealing 
with 
missing 
values 

The imputation process is carried 
out using Iterative Imputer from 
Sci-Kit Learn and Linear 
Regression to estimate missing 
values during the imputation 
process. 

Data 
encoding 

The get_dummies function from the 
Pandas library is used to perform 
data encoding in this study. 

 

After the data is processed and cleaned, 

the Synthetic Minority Oversampling 

Technique (SMOTE) process is used to 

overcome imbalanced dataset problems.  

B. Data Split 

This stage involves dividing the data into 

Training, Validation, and Testing data with a 

ratio of 80% for Training data, 10% for 

Validation data, and 10% for Testing data. 

C. Training 

This stage involves the process of 

training the model using the training data. The 

accuracy results of the training and validation 

of the ANN and Random Forest models as 

shown in table 2. 

Table 2. Training Result 

Model Training 
Accuracy 

Validation 
Accuracy 

ANN 87,23% 86,37% 

Random Forest 92% 91% 

 

D. Testing 

This stage involves the process of testing 

the model using test data. During this stage, the 

trained model is used to make predictions on 

the test data, and the results are compared with 

the actual values, as shown in table 3. 

Table 3. Test Result 

Model Test Accuracy 

ANN 86% 

Random Forest 93% 
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DISCUSSION 

This research utilized the Global Open 

Source Severity of Illness Score (GOSSIS) 

dataset to develop prediction models using 

Artificial Neural Network (ANN) and Random 

Forest models that can aid doctors in making 

clinical decisions about patient care in ICU. 

The preprocessing stage involved handling 

missing data, label encoding, and Synthetic 

Minority Oversampling Technique (SMOTE) to 

handle imbalanced datasets. The results show 

that the Random Forest model outperformed the 

ANN model by 7% in predicting ICU patient 

outcomes with reasonable accuracy. The 

developed prediction models in this research 

can improve patient care quality and reduce 

mortality rates. However, this research has 

several limitations, such as limited data and 

feature usage. Further research could develop 

more accurate and sophisticated prediction 

models by considering more features and larger 

datasets. 

 

CONCLUSION 

In summary, based on the research results 

that used the GOSSIS dataset, predictive 

models using ANN and Random Forest have 

been developed to assist medical professionals 

in making clinical decisions regarding patient 

care in the ICU. The GOSSIS dataset can be 

used to develop predictive models that can aid 

doctors in making clinical decisions about 

patient care. Regarding accuracy, the Random 

Forest model showed better performance 

compared to the ANN model, with an accuracy 

of 93% on testing data. This indicates that the 

Random Forest model is more effective and can 

provide more accurate prediction results. 

Based on the results of this study, the 

future works are: 

1. Conduct research using other ICU patient 

datasets, for example, larger and newer 

datasets, so that the results obtained are 

more representative and accurate. 

2. Try using other algorithms such as Support 

Vector Machine (SVM) and K-Nearest 

Neighbor (KNN) to compare performance 

with the ANN and Random Forest models. 

3. Conduct research focused on feature 

engineering or hyper-tuning to enhance the 

model's performance in predicting the risk 

of patient death in the ICU. 
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